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(57) ABSTRACT 

An intelligent caching router (ICR) balances the cost-saving 
and functionality-enhancing benefits of the application-Ser 
vice-provider (ASP) model of software delivery against the 
inherent risks of relying on networked computing. In So 
doing, the ICR makes the ASP model practical for services 
that require extremely high levels of reliability and avail 
ability. The ICR is inserted functionally between a (thin) 
client and the network (i.e., Internet, intranet or extranet) 
and performs certain operations, including the logging of 
“mission-critical” application State data, network connectiv 
ity monitoring, traditional backup routing features, mission 
critical Server emulation; and Server reSynchronization upon 
reconnection. When networking problems are detected, the 
ICR initially takes Steps to try and restore connectivity. In 
taking Such actions, the ICR is largely behaving as a 
traditional intelligent network router. However, when Such 
traditional backup routing fails, the ICR begins to act as a 
Surrogate for the unreachable remote Server on which the 
application Service depends. In particular, for the application 
Subset that the service providers have deemed “mission 
critical,” the ICR makes application-specific responses to 
permit operations to continue, and logging the requests and 
response it has issued. When the communications link is 
restored, the ICR will re-synchronize with the remote server 
and then return to its normal “passive' operation. The 
invention is particularly Suited to electronic commerce trans 
actions, Since accounting, crediting or debiting may be 
considered critical transactions, whereas other forms of 
updating, reporting, and the like are typically less critical. 
One disclosed example shows the role of an ICR in a 
point-of-Sale application. 
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INTELLIGENT CACHING ROUTERS 

REFERENCE TO RELATED APPLICATION 

0001. This application claims priority from U.S. provi 
sional application Serial No. 60/252,848, filed Nov. 22, 
2000, the entire contents of which is incorporated herein. 

FIELD OF THE INVENTION 

0002 The present invention relates generally to the 
maimer in which users at a physical Site are given access to 
information Services delivered over a network and, more 
particularly, to benefits associated with combining central 
ized Services and administration while maintaining the high 
reliability of locally-based services. 

BACKGROUND OF THE INVENTION 

0003. The history of computing services shows a persis 
tent and long-term tension between the advantages of local 
ized and distributed computing. The introduction of time 
sharing systems in the 1960's ushered in an era of shared 
access to centralized resources, in which relatively inexpen 
Sive terminal devices shared access to expensive centralized 
computing Services. This model permitted enormous cost 
efficiencies and made computing power much more widely 
available. 

0004. The introduction of personal computers in the 
1970's and 1980's demonstrated the benefits of the inverse 
approach: localized processing power was important for 
providing Sophisticated user interfaces to increasingly com 
pleX applications, and was widely perceived as empowering 
users by reducing their dependence on a centralized com 
puting enterprise and bureaucracy. 
0005 Both models persist because neither is clearly 
Superior in all respects. Distributed computing is well 
known to create administrative and Support nightmares, 
while centralized computing is well known to frustrate end 
users attempting to make creative new uses of computing 
resources, and to Suffer dramatic, paralyzing losses of Ser 
vice in the event of network problems. 
0006. The advent of the World Wide Web has preserved 
this dichotomy while moving it onto a new environment, 
where Standardized network protocols greatly increase the 
potential effective domain of any computing application. 
Accordingly, client/server applications using these protocols 
typically come in two models, locally-based and Application 
Service Provider (ASP). In a locally-based web application, 
the Web Server exists on-site, and Internet protocols are 
Simply used as any other local network protocols might be 
used. In the ASP (Application Service Providers) model, the 
application Server exists completely off-site, and is centrally 
administered and operated. Clearly a locally-based Service is 
more reliable because it does not depend on wide-area 
networking, while an ASP-based service is far less work to 
operate and maintain at the local Site. 
0007 Prior art in this area has focused almost entirely on 
unidirectional communication. One widely used technique is 
“web proxy caching,” in which a locally sited Server main 
tains a cache of information from a plurality of remote 
servers. When combined with mechanisms to ensure the 
caches completeness, this mechanism can improve the 
reliability of a web-based application by providing discon 
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nected access to all Static data from the remote Server. 
However, the unidirectional nature of a proxy cache does not 
meet the needs of transaction-based Systems in which 
locally-originated transaction data needs to be processed and 
Stored on a central Server. 

0008 Another established technique is a “web mirror,” in 
which an entire web site is maintained as a Secondary copy 
of another, with relatively infrequent updates to preserve 
consistency. A web mirror has the advantage of always 
providing a complete copy of a remote database, but at the 
cost of being unable to guarantee its consistency with the 
central database, Since updates are not automatically propo 
gated. Moreover, like a proxy cache, a web mirror has no 
mechanism for ensuring the consistency of locally-origi 
nated transactions with the central database. 

0009 Earlier in the history of computing, similar prob 
lems were addressed through the use of "staging Servers. A 
Staging Server is a computer Server developed for the express 
purpose of performing intermediate local processing before 
application-level Synchronization with a central Server. Stag 
ing Servers remain common in batch-oriented legacy appli 
cations, where they generally Serve the purpose of consoli 
dating and aggregating local transactions until the time 
arrives for Such data to be uploaded to a central Service. 
However, they are based on the expectation that Such 
uploads are infrequent and that connectivity to the central 
Service is sporadic and generally unavailable, which implies 
that a staging Server must be treated as a full Server in its 
own right for purposes of backup, administration, and Sys 
tem maintenance. 

0010 Fundamentally, however, existing systems require 
a major trade-off between the Simplification and cost Savings 
of an ASP-like model and the highest possible levels of 
application reliability and availability. This tradeoff made 
the ASP model unsuitable for any “mission-critical” soft 
ware applications. 

SUMMARY OF THE INVENTION 

0011. This invention improves upon the existing art by 
providing an intelligent caching router that is inserted func 
tionally into the traditional ASP model, between the thin 
client and the network (i.e., Internet, intranet or extranet). 
Broadly, the ICR augments the existing routing technology 
to balance the cost-Saving and functionality-enhancing ben 
efits of the ASP model of software delivery against the 
inherent risks of relying on networked computing. In So 
doing, the ICR makes the ASP model practical for services 
that require extremely high levels of reliability and avail 
ability. 

0012 Generally speaking, each ICR implementation per 
forms certain operations, including the logging of "mission 
critical” application State data, network connectivity moni 
toring; traditional backup routing features, mission-critical 
Server emulation; and Server resynchronization upon recon 
nection. When networking problems are detected, the ICR 
initially takes Steps to try and restore connectivity. In taking 
Such actions, the ICR is largely behaving as a traditional 
intelligent network router. However, when Such traditional 
backup routing fails, the ICR begins to act as a Surrogate for 
the unreachable remote Server on which the application 
Service depends. 
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0013 In particular, for the application Subset that the 
service providers have deemed “mission critical,” the ICR 
makes application-specific responses to permit operations to 
continue, and logging the requests and response it has 
issued. When the communications link is restored, the ICR 
will re-synchronize with the remote server and then return to 
its normal “passive' operation. 
0.014. The invention is particularly Suited to electronic 
commerce transactions, Since accounting, crediting or deb 
iting may be considered critical transactions, whereas other 
forms of updating, reporting, and the like are typically leSS 
critical. One disclosed example (of many), shows the role of 
an ICR in a point-of-Sale application. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0.015 FIG. 1 is an outline of the initialization logic to be 
executed by an Intelligent Caching router (ICR) at Startup, 
0016 FIGS. 2 through 6 outline the logic of each of five 
process threads launched by the ICR at Startup, wherein, in 
particular: 

0017 FIG. 2 illustrates that when a transaction is 
received from the thin client, the ICR spawns a new thread, 
Subroutine, procedure, or other process for responding to the 
request, 

0018 FIG.3 shows how the Internet Connection Control 
ProceSS wakes up periodically and checks the globally 
available Settings describing the current State of the Internet 
connection; 
0019 FIG. 4 shows how the Transaction Synchroniza 
tion Process wakes up periodically and checks to See if there 
are any transactions are in the Synchronization queue and if 
the Internet connection is functional; 
0020 FIG. 5 shows how the Data Cache Control Process 
waits for the remote server to notify it of data that needs to 
be updated, and then downloads that data from the remote 
Server, 

0021 FIG. 6 shows how the Program Cache Control 
ProceSS periodically polls the remote Server to request a list 
of programs that needs to be updated, and then downloads 
those programs from the remote Server; and 
0022 FIG. 7 shows the role played by an ICR in the 
context of a larger application Such as an Internet-based 
retail point-of-Sale System. 

DETAILED DESCRIPTION OF THE 
INVENTION 

0023. Before describing the invention in detail, the fol 
lowing terms will be introduced with respect to their roles in 
the new method: 

DEFINITION OF TERMS 

0024. A “SOFTWARE APPLICATION” is any applica 
tion of computing technology to provide a specific type of 
functionality to human users. It is distinguished from Soft 
ware that does not have, as its main purpose, direct Satis 
faction of a user-level request. Thus, for example, electronic 
mail, Spreadsheets, and web browsing are considered Soft 
ware applications, while file Systems, display drivers, and 
device or network management code are not. 
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0025. A “REMOTE SERVER" is a computing engine 
that is located at a significant physical distance from the 
human user, Substantially outside of the user's direct control. 
An “APPLICATION SERVICE PROVIDER (ASP)” is an 
entity that deliverS Software applications wide area delivery 
networkS Such as the Internet and its constituent networks, 
or similar networks. In the ASP model, most of the “intel 
ligence', or Software logic, takes place on a remote Server, 
while the user's local machine (herein called the “THIN 
CLIENT") serves primarily to manage the human-computer 
interface (input and output). 
0026. An “INTELLIGENT CACHING ROUTER (ICR)” 
is a Software or hardware object that interposes itself 
between the thin client and the remote server. It is itself a 
highly-specialized hybrid application, neither a pure client 
nor Server, the only purpose of which is to increase the 
overall reliability of software applications delivered by 
ASP's over a sporadically unreliable remote connection. 
0027) “MISSION-CRITICAL” functionality is the subset 
of functionality, in a Software application, that has the 
highest possible requirements for reliability and availability. 
The division of a Software application into mission-critical 
and non-mission-critical Subsets is highly application depen 
dent, but has traditionally rarely been formalized. 

ICR System Description 
0028. An ICR is a component that is inserted into the 
traditional ASP model, in between the thin client and the 
Internet (or Intranet/extranet): 

THIN CLIENTs-->CRs-->INTERNETs--eRE 
MOTE SERVER 

0029. Because it is co-located on the client end (possibly 
even as a Software application running on the same hardware 
as the application), the link between the client and the ICR 
is fundamentally immune to communication difficulties 
inherent in the use of the Internet. In normal operation, an 
ICR functions as a passive observer of the traffic between the 
client and the Server, logging only enough State to permit it 
to perform its primary function, the preservation of mission 
critical functionality in the event of network connectivity 
problems, and monitoring the ongoing network traffic in 
order to quickly detect Such problems when they occur. 
0030. When networking problems are detected, the ICR 
becomes more active. Initially, it will take Steps to try to 
restore connectivity. Such StepS may include, but are not 
limited to: Routing traffic to an alternative network provider; 
establishing communication via a backup link Such as a 
dial-up line; or using paging or other independent commu 
nication technology to notify network administrators of an 
outage. In taking these actions, the ICR is largely behaving 
as a traditional intelligent network router. It is what the ICR 
does when traditional backup routing fails that differentiates 
an ICR from traditional routers. In such cases, an ICR begins 
to act as a Surrogate for the unreachable remote Server on 
which the application Service depends. 
0031. For the application subset that the service providers 
have deemed “mission critical, the ICR makes application 
Specific responses to permit operations to continue, and 
logging the requests and response it has issued. When the 
communications link is restored, the ICR will re-synchro 
nize with the remote Server and then return to its normal 
“passive” operation. 
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0.032 The ICR augments hardware and software routing 
technology to include minimal emulation of application 
Servers during transient communication outages. It provides 
a new way of balancing the cost-Saving and functionality 
enhancing benefits of the ASP model of software delivery 
against the inherent risks of relying on Internet-like wide 
area networking technology, and thus makes the ASP model 
practical for Services that require extremely high levels of 
reliability and availability. 

0.033 For example, one strong benefit of ASP-delivered 
Software Services is the elimination of the need for data 
backup at each remote site. In an ASP, the local machines 
the thin clients-are interchangeable, So that a ruined disk 
may be easily replaced without concern for the data it 
contains. In a fully local Service, on the other hand, local 
data backup is essential. The use of ICR actually involves 
only one potential point of data loSS: if the hardware on 
which the ICR resides fails catastrophically during a period 
of network outages, Some data will indeed be lost. However, 
even though this creates a small window for data loss in ASP 
Services, Such risk is in fact much Smaller than the risk, in 
traditional Software Services, of the loSS of all data newer 
than the last backup. Thus this risk is likely to be perceived 
as a very acceptable cost for the reduction of the risk of 
catastrophic connectivity loSS. The risk can itself be further 
minimized by the ASP designer's choice of which data to 
consider So mission-critical as to make it locally-processed 
and hence Subject to this kind of risk. 

0034) The introduction of an ICR into the ASP model for 
delivering information Services also requires additional 
Sophistication at the level of Internet connection manage 
ment. Within the local site, the thin client machines will 
typically, in the preferred embodiment, be configured to 
address only the machines on the local network, one of 
which is the ICR. This configuration insulates the thin client 
machines from any dependence on the external network, but 
imposes on the ICR the necessity of managing the IP address 
space. An ICR will therefore often include the traditional 
functionality of a NAT (Network Address Translation) 
router. In general, the ICR is a logical place to include any 
routing or firewall functionality desired for the application, 
because it sits in the right spot architecturally as the only 
local machine that actually communicates to the Internet. It 
will also generally makes sense for the ICR to perform DNS 
(domain name system) lookup, DHCP (dynamic host con 
figuration protocol) service, and any other network Services 
that are essential for the functioning of the local thin client 
machines. 

Basic Features 

0035) To implement an ICR for a particular software 
application, it is first necessary to determine which aspects 
of the application are to be considered mission-critical. This 
is essentially an additional design Stage, in which the 
designer of the application Service is empowered with 
relatively fine-grain control over the traditional tradeoff 
between Simplicity and cost-effectiveness of local opera 
tions and the reliability and availability of the overall system 
Service. 

0.036 The invention is particularly Suited to electronic 
commerce transactions, Since accounting, crediting or deb 
iting may be considered critical transactions, whereas other 
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forms of updating, reporting, and the like are typically leSS 
critical. As one example, FIG. 7 shows the role of an ICR 
in a point-of-Sale application. Here, the ICR is used to permit 
Sales transactions to continue to be processed in the event of 
Internet outages, while non-mission-critical functionality 
related to reporting, inventory data, or customer relationship 
management might be unavailable during the interruption. 
0037 According to the invention, each ICR implemen 
tation performs the following basic operations: 

0038 1. Logging of “mission-critical” application 
State data. Every time a local user on the thin client 
terminal performs an operation that changes the State 
of the application, this information may optionally 
be responded to immediately by the ICR (to avoid 
user-level delays due to network problems) and then 
must be established as a permanent State change, by 
both changing the cached data in the ICR and 
ensuring that the authoritative data at the remote 
server is similarly changed. The latter action will be 
nearly immediate in the general case, but could be 
Significantly delayed in the event of network prob 
lems. When such problems occur, the ICR is respon 
Sible for queuing up all Such changes until connec 
tivity is restored. 

0039 2. Network monitoring and detection of out 
ages. The ICR must pro-actively monitor network 
connectivity, to ensure that network problems are 
detected in a “background” mode rather than while a 
user is waiting for a mission-critical response. 

0040. 3. Traditional backup routing features. The 
ICR is responsible for choosing among a plurality of 
available mechanisms and routes by which to con 
nect to the Internet, to establish backup connectivity 
whenever the primary or currently-used connectivity 
mechanism fails. 

0041. 4. Mission-critical server emulation. The ICR 
is able to act in place of the remote Server during 
transient Internet outages, which means that it must 
maintain a cached copy of all mission-critical Server 
data as well as a cached copy of the actual Server 
processing code. 

0042 5. Server resynchronization upon reconnec 
tion. After an Internet outage, the ICR must be able 
to resynchronize its State with the remote Server, 
ensuring that all mission-critical processing that took 
place during the outage is properly reflected in the 
remote server's State information (typically its data 
base). 

System Security 
0043. In general, an ASP using an ICR has roughly the 
Same Security profile as any other ASP. For example, data 
must be encrypted for transport over the Internet if it is to be 
protected from the view of third parties, and the local client 
must authenticate itself to the remote Server; if the authen 
tication mechanism is compromised, third parties can mas 
querade as the local client. For the most part, these Security 
issues are unchanged by the introduction of an ICR, and can 
be dealt with using established techniques, including (but 
not limited to) hardware encryption, Software encryption, 
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formal procedures for id and password management, third 
party Security audits, tiger teams, and user education. 
0044) The introduction of an ICR adds one additional 
Security consideration, which is the risk of having mission 
critical data that exists only in a relatively transient local 
data store. In this regard, because the ICR hybridizes the 
ASP model to introduce a transient local store, it also 
hybridizes the security threat profile to include the local 
Storage issues from which a pure ASP is Somewhat exempt. 
Threats to local data security should be addressed in the 
manner traditional for Site-based (i.e. non-ASP) applica 
tions: physical Security, access controls, and usage monitor 
ing are the key protection mechanisms available. 
004.5 The logic and actions that constitute an ICR may be 
carried out on any number of possible computing platforms, 
Such as a commercial or non-commercial operating System, 
a programmable logic unit in which all operations are 
embedded in “firmware', or any other engine capable of 
Supporting the ICR logic Such an engine will require an 
(application-dependent) adequate amount of temporary Stor 
age area for the cached data, which may be provided via 
magnetic disk, non-volatile (“flash') memory, or any other 
rewritable Storage medium. 

Description of ICR Startup Process 
0046 Referring to FIG. 1, when an ICR is turned on or 
restarted, it may first Seek to ascertain whether or not it is 
being assigned a new network identity. This may be imple 
mented using a variety of methods, Such as: 

0047 physical Switches built in to an ICR imple 
mented as a dedicated hardware System, 

0048 initialization files used by an ICR imple 
mented on top of a Standard computer operating 
System, 

0049 physical cues such as keyboard commands 
issued at power-on via hardware connected to the 
ICR. 

0050. If a new network identity is being assigned, the 
ICR ascertains and verifies its new identity before proceed 
ing. (In an alternate embodiment, it might also be possible 
to change the network identity in the middle of operation.) 
The network identity is used by the ICR to locate the remote 
Server whose Service it is augmenting, and optionally to 
identify and authenticate the ICR to that remote server. 
0051. After optionally verifying a new network identity, 
the ICR initializes its global state variables and launches one 
or more processes whose collective operation implements 
the functionality of the ICR. These are described here as 
Separate computing processes, or threads, for Simplicity of 
understanding, but an alternate embodiment could combine 
all of these processes into a single or Smaller number of 
threads. The ICR initializes a global variable describing the 
current Internet connectivity State (typically initialized to 
“no connection') and launches the five processes that are 
shown in FIGS. 2-6. 

Transaction Listener Process 

0052. The ICR Transaction Listener Process waits until 
the ICR receives a transaction request from one of the Thin 
Client terminals, much like a web server or any other 
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network Server. A transaction request may come in the form 
of an HTTP (web) transaction or may use any other trans 
action-oriented network protocol. 
0053 As shown in FIG. 2, when a transaction is received 
from the thin client, the ICR spawns a new thread, Subrou 
tine, procedure, or other process for responding to the 
request. It first evaluates the request to see if it is in the 
application Subset designated as “mission-critical.” If the 
transaction is not mission-critical, then the transaction is 
Simply re-routed to the remote Server if the Internet con 
nection is functioning, or returns a failure code to the Thin 
Client terminal if the Internet is unavailable or the server is 
otherwise unreachable. 

0054 Several variations of this sequence are possible, 
including performing immediate processing of the Synchro 
nization transaction, or delaying the provision of a mission 
critical result to the Thin Client until the server's answer is 
received in the case where the Internet is currently available. 

Internet Connection Control Process 

0055. The ICR Internet Connection Control Process con 
tinuously monitors the state of the ICR's connection to the 
Internet, providing State information to the other processes 
that allows them to base their logic on the known state of the 
Internet without necessarily having to re-test connectivity 
before each operation. (In an alternate, less efficient embodi 
ment, Such testing might be done implicitly or explicitly for 
every network-related operation, in which case the Internet 
Connection Control Process would not be needed.) 
0056. As shown in FIG. 3, the Internet Connection 
Control Process wakes up periodically and checks the glo 
bally-available Settings describing the current State of the 
Internet connection. If the Internet connection is currently 
believed to be functional, this proceSS Seeks to confirm that 
connectivity by communicating briefly with the remote 
Server. If that communication fails, the global State is altered 
to indicate that no Internet connectivity is currently avail 
able. 

0057) If no connection is available, the ICR attempts to 
reconnect to the Internet via a plurality of configured mecha 
nisms, which may include dedicated connections Such as 
leased lines, DSL, cable modems, Satellite connections, 
modems on conventional telephone lines, or wireleSS 
modems. If connectivity is restored via any of these mecha 
nisms, the global State is updated accordingly. In any event, 
the Internet Connection Control Process waits for a certain 
amount of time and then repeats the entire process again. 

Transaction Synchronization Process 

0.058. The ICR Transaction Synchronization Process is 
responsible for making Sure that all mission-critical trans 
actions that have been processed by the ICR are synchro 
nized, as quickly as practical, with the remote Server. In 
normal, connected operation, this proceSS SeekS to empty its 
queue (and thus fully Synchronize transaction State with the 
remote server) within a very brief interval after the trans 
action Synchronization request is generated. However, the 
transaction queue will retain unprocessed Synchronization 
requests during periods of Internet connection outages. 
0059) As shown in FIG. 4, the Transaction Synchroni 
Zation Process wakes up periodically and checks to see if 
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there are any transactions are in the Synchronization queue 
and if the Internet connection is functional. If So, it Syn 
chronizes each queued transaction by passing the original 
Thin Client's request to the Server, comparing the Server's 
answer with the stored answer already given by the ICR 
Transaction Listener Process. If no answer is received, the 
Synchronization request is left in the queue. If the answer 
received differs from the stored answer differ. the ICR sends 
an “exception' transaction to the remote processor, inform 
ing it of the anomaly. The Synchronization event is removed 
from the queue, and any additional queued transactions are 
processed. 

Data Cache Control Process Logic 
0060. The ICR Data Cache Control Process is responsible 
for making Sure that all items in the data cache-that is, all 
data that is necessary for mission-critical functionality-is 
up to date and mirrors the primary copy of Such data on the 
remote Server. 

0061. As shown in FIG. 5, the Data Cache Control 
Process simply waits for the remote server to notify it of data 
that needs to be updated, and then downloads that data from 
the remote Server. Internet outages that occur during this 
update proceSS Simply cause the updating to be delayed until 
connectivity is restored. 

Program Cache Control Process Logic 
0062) The ICRProgram Cache Control Process is respon 
Sible for making Sure that all items in the program cache 
that is, all of the actual executable or interpreted programs 
that are necessary for mission-critical functionality-are up 
to date and mirror the primary copy of Such programs on the 
remote Server. 

0063 As shown in FIG. 6, the Program Cache Control 
ProceSS periodically polls the remote Server to request a list 
of programs that needs to be updated, and then downloads 
those programs from the remote Server. Internet outages that 
occur during this update process simply cause the updating 
to be delayed until connectivity is restored. 

Alternative Implementations and Embodiments 
0064. The logic flows just described are only one general 
outline of ICR logic processing. Many variations are poS 
sible. For example: 

0065. An ICR might be instantiated on a general 
purpose computing box, in which case various addi 
tional operating System processes might be occurring 
Simultaneous with the logic outlined here. 

0066 Firewall and other routing functionality may 
be combined with the ICR logic. Thus, for example, 
where Transaction Listener Process Step 2.a. 1 SayS 
“reroute transaction to remote Server' this might 
actually mean redirection through the firewall com 
ponent of the ICR. 

0067. The program cache and data cache control 
processes could be merged into a single process. 
They are shown here as Separate processes because 
they have different requirements for latency and data 
reliability and thus might be processed on different 
Schedules. In this example, the data cache is imple 
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mented with Server notifications for changed data 
elements, while the program cache is implemented 
with periodic client-side polling. Either policy, or 
various other policies, might be implemented for the 
control of either of the two caches. 

0068. We claim: 

1. In an application Service provider (ASP) computing 
environment wherein a client interacts with a remote Server 
over a shared network, a method of increasing transaction 
reliability, comprising the Steps of 

maintaining a list of critical transactions, 
locally caching at least certain processing capabilities 

asSociated with the application; 
monitoring requests from the client to determine if a 

request relates to one of the critical transactions, and, if 
SO 

processing that transaction locally and returning a 
response directly to the client. 

2. The method of claim 1, further including the step of 
Synchronizing the transaction with the remote Server after 
processing the request. 

3. The method of claim 2, wherein the synchronization 
contains both the request and the locally issued response. 

4. The method of claim 1, assuming the request does not 
relate to a critical transaction, further including the Step of 
transparently routing the transaction to the remote Server if 
the network is functioning and, if not, returning a failure 
message to the client if the network is unavailable or if the 
Server is otherwise inaccessible. 

5. The method of claim 1, further including the step of 
monitoring the connectivity of the network in a background 
mode and, if a problem with connectivity is detected, taking 
one or more actions to overcome the problem. 

6. The method of claim 5, wherein one of the actions used 
to overcome a problem associated with network connectivity 
includes routing traffic to an alternative network provider. 

7. The method of claim 5, wherein one of the actions used 
to overcome a problem associated with network connectivity 
includes establishing communication through a backup link. 

8. The method of claim 5, wherein one of the actions used 
to overcome a problem associated with network connectivity 
includes the use of an alternative communications infra 
Structure to notify network administrators of the problem. 

9. The method of claim 1, wherein the application is 
asSociated with electronic commerce. 

10. The method of claim 9, wherein the client is associ 
ated with a Store having one or more point-of-Sale terminals. 

11. The method of claim 10, wherein sales, transactions 
are identified as critical, whereas functionality related to 
reporting, inventory data, and customer relationship or man 
agement are considered non-critical. 

12. The method of claim 9, wherein the network is the 
internet. 

13. In a network computing environment wherein a client 
interacts with a remote Server providing access to an appli 
cation, an intelligent caching router comprising: 

a component containing Software, hardware, or both, 
Situated proximate to the location of the client and 
functioning as an interface to the network, the compo 
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nent Storing a list of critical transactions and at least 
Some of the processing capabilities associated with the 
application, 

the component being operative to perform the following 
functions: 

a) monitor requests from the client to determine if a 
request relates to one of the critical transactions, and, 
if so: 

b) process that transaction locally and returning a 
response directly to the client. 

14. The intelligent caching router of claim 13, wherein the 
component is further operative to Synchronize the transac 
tion with the remote Server after processing the request. 

15. The intelligent caching router of claim 14, wherein the 
Synchronization contains both the request and the locally 
issued response. 

16. The intelligent caching router of claim 13, assuming 
the request does not relate to a critical transaction, the 
component being further operative to transparently route the 
transaction to the remote Server if the network is, function 
ing and, if not, return a failure message to the client if the 
network is unavailable or if the Server is otherwise inacces 
sible. 

17. The intelligent caching router of claim 13, the com 
ponent being further operative to monitor the connectivity of 
the network in a background mode and, if a problem with 
connectivity is detected, take one or more actions to over 
come the problem. 

18. The intelligent caching router of claim 17, wherein 
one of the actions used to overcome a problem associated 
with network connectivity includes routing traffic to an 
alternative network provider. 

19. The intelligent caching router of claim 17, wherein 
one of the actions used to overcome a problem associated 
with network connectivity includes establishing communi 
cation through a backup link. 

Jun. 27, 2002 

20. The intelligent caching router of claim 17, wherein 
one of the actions used to overcome a problem associated 
with network connectivity includes the use of an alternative 
communications infrastructure to notify network adminis 
trators of the problem. 

21. The intelligent caching router of claim 17, wherein the 
application is associated with electronic commerce. 

22. The intelligent caching router of claim 13, wherein the 
client is associated with a Store having one or more point 
of-Sale terminals. 

23. The intelligent caching router of claim 22, wherein 
Sales transactions are identified as critical, whereas func 
tionality related to reporting, inventory data, and customer 
relationship or management are considered non-critical. 

24. The intelligent caching router of claim 13, wherein the 
network is the Internet. 

25. The intelligent caching router of claim 13, further 
including routing or firewall functionality associated with 
the application. 

26. The intelligent caching router of claim 13, wherein the 
component is further operative to perform DNS (domain 
name System) lookup, DHCP (dynamic host configuration 
protocol) Service, and any other network Services that are 
essential for the functioning of the local client. 

27. In an application Service provider (ASP) computing 
environment wherein a client interacts with a remote Server 
over a shared network, the improvement comprising: 

an intelligent caching router (ICR) inserted functionally 
between the client and the network, Such that when 
conventional backup routing, fails, the ICR begins to 
act as a Surrogate for the unreachable remote Server on 
which the application Service depends. 


